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Quality Control

Crowdsourcing typically takes place through an open 
call on the internet, where anyone can participate. How 
do we know that they are doing work conscientiously? 

Can we trust them not to cheat or sabotage the 
system?  Even if they are acting in good faith, how do 

we know that they’re doing things right?



Different Mechanisms 
for Quality Control

• Reputation systems 
• Qualification tests 
• Aggregation and redundancy 
• Embedded gold standard data  
• Second-pass reviewing 
• Economic incentives 
• Statistical models



Reputation systems
• Mechanical Turk uses a reputation system 
• Each Turker has a small number of variables 

associated with them, that are exposed to 
Requesters 

• Past approval rate 
• Number of HITs approved 
• Whether the worker has received Amazon’s 

Masters qualification



Worker Requirements



Worker Requirements



Masters
Masters are elite groups of Workers who have 
demonstrated accuracy on specific types of HITs. 
Workers achieve a Masters distinction by consistently 
completing HITs with a high degree of accuracy 
across a variety of Requesters. Masters must 
continue to pass our statistical monitoring to remain 
Mechanical Turk Masters. Because Masters have 
demonstrated accuracy, they can command a higher 
reward for their HITs. You should expect to pay 
Masters a higher reward.



Masters
• Amazon now nominates a subset (21k 

workers, estimated at 10% of all Turkers) of 
senior / good workers as “Masters” 

• Amazon charges 30% commission for 
Masters versus their normal 10% rate 

• They have now implemented this as the 
default qualification for new Requesters 

• Why?



Masters: Pros
• People who use the Web UI are often 

newcomers who do not know to 
implement quality control.  

• Masters will not touch badly designed 
and ambiguous tasks.  

• Masters will not touch tasks paying less 
than minimum wage.



Masters: Cons
• There are many fewer Masters workers.  

• There is now a significant lag in the task being 
picked by workers.  

• The tasks now take much longer to complete.  
• There is an increased cost because Masters 

demand decent wages. 
• It is not clear in what tasks the Masters are tested 

and how a new worker can become a master. 



Custom Qualifications

• In addition to the built in qualifications 
(masters, location, approval rate, min 
HITs completed), you can also create 
and manage your own qualifications 

• These can be managed through the web 
interface or the API



Custom Qualifications



Qualification Tests

• The API also allows you to set up 
qualification tests that Workers must 
pass before doing your tasks 

• What effects do you think qualification 
tests have?



Redundancy



ESP Game

 

to solve. We don’t expect volunteers to label all images on 
the Web for us: we expect all images to be labeled because 
people want to play our game. 
GENERAL DESCRIPTION OF THE SYSTEM 
We call our system “the ESP game” for reasons that will 
become apparent as the description progresses. The game is 
played by two partners and is meant to be played online by 
a large number of pairs at once. Partners are randomly 
assigned from among all the people playing the game. 
Players are not told whom their partners are, nor are they 
allowed to communicate with their partners. The only thing 
partners have in common is an image they can both see.  
From the player’s perspective, the goal of the ESP game is 
to guess what their partner is typing for each image. Once 
both players have typed the same string, they move on to 
the next image (both player’s don’t have to type the string 
at the same time, but each must type the same string at 
some point while the image is on the screen). We call the 
process of typing the same string “agreeing on an image” 
(see Figure 1). 

                  
 
 
 

 
Figure 1. Partners agreeing on an image. Neither of them can 

see the other’s guesses. 
Partners strive to agree on as many images as they can in 
2.5 minutes. Every time two partners agree on an image, 
they get a certain number of points. If they agree on 15 
images they get a large number of bonus points. The 
thermometer at the bottom of the screen (see Figure 2) 
indicates the number of images that the partners have 
agreed on. By providing players with points for each image 
and bonus points for completing a set of images, we 
reinforce their incremental success in the game and thus 
encourage them to continue playing. Players can also 
choose to pass or opt out on difficult images. If a player 
clicks the pass button, a message is generated on their 
partner’s screen; a pair cannot pass on an image until both 
have hit the pass button.  

Since the players can’t communicate and don’t know 
anything about each other, the easiest way for both players 
to type the same string is by typing something related to the 
common image. Notice, however, that the game doesn’t ask 
the players to describe the image: all they are told is that 
they have to “think like each other” and type the same 
string (thus the name “ESP”). It turns out that the string on 

which the two players agree is typically a good label for 
the image, as we will discuss in our evaluation section. 

 
Figure 2. The ESP Game . Players try to “agree” on as many 
images as they can in 2.5 minutes. The thermometer at the 

bottom measures how many images partners have agreed on. 

Taboo Words 
A key element of the game is the use of taboo words 
associated with each image, or words that the players are 
not allowed to enter as a guess (see Figure 2). These words 
will usually be related to the image and make the game 
harder because they can be words that players commonly 
use as guesses. Imagine if the taboo words for the image in 
Figure 1 were “purse”, “bag”, “brown” and “handbag”; 
how would you then agree on that image?  
Taboo words are obtained from the game itself. The first 
time an image is used in the game, it will have no taboo 
words. If the image is ever used again, it will have one 
taboo word: the word that resulted from the previous 
agreement. The next time the image is used, it will have 
two taboo words, and so on. (The current implementation 
of the game displays up to six different taboo words.)  
Players are not allowed to type an image’s taboo words, nor 
can they type singulars, plurals or phrases containing the 
taboo words. The rationale behind taboo words is that often 
the initial labels agreed upon for an image are the most 
general ones (like “man” or “picture”), and by ruling those 
out the players will enter guesses that are more specific. 
Additionally, taboo words guarantee that each image will 
get many different labels associated with it.   

Labels and Good Label Threshold 
The words that we use as labels for images are the ones that 
players agree on. Although there is additional information 
that could be utilized (i.e., all other guesses that the players 
enter), for the purposes of this paper such information will 
be ignored. We use only words that players agree on to 
ensure the quality of the labels: agreement by a pair of 
independent players implies that the label is probably 
meaningful. In fact, since these labels come from different 
people, they have the potential of being more robust and 

Player 1 guesses: purse 
Player 1 guesses: bag 
Player 1 guesses: brown 
 
Success! Agreement on “purse” 

Player 2 guesses: handbag 
 
 
Player 2 guesses: purse 
Success! Agreement on “purse”

“think like each other”



MTurk for NLP

• Affect Recognition 

• Word Similarity  

• Textual Entailment 

• Word Sense  

• Temporal Annotation

fear(“Tropical storm threatens NYC”) > 
fear(“Awesome goal for Beckham”)

sim(man, boy) > sim(man, rooster)

if “Microsoft was established in Italy in 1985” 
then “Microsoft was established in 1985”?

“the West Bank” v. “the Bank of America”

denoted happens before collapsed in: 
“The condemned building collapsed when 
the crew detonated the charge.”

Snow, O'Connor, Jurafsky and Ng’s EMNLP 2008 
paper pioneered the use of Mechanical Turk for NLP



Agreement with experts increases 
as we add more Turkers

first comparison showed that individual experts were
better than individual non-experts. In our next com-
parison we ask how many averaged non-experts it
would take to rival the performance of a single ex-
pert. We did this by averaging the labels of each pos-
sible subset of n non-expert annotations, for value
of n in {1, 2, . . . , 10}. We then treat this average as
though it is the output of a single ‘meta-labeler’, and
compute the ITA with respect to each subset of five
of the six expert annotators. We then average the
results of these studies across each subset size; the
results of this experiment are given in Table 2 and in
Figure 1. In addition to the single meta-labeler, we
ask: what is the minimum number of non-expert an-
notations k from which we can create a meta-labeler
that has equal or better ITA than an expert annotator?
In Table 2 we give the minimum k for each emotion,
and the averaged ITA for that meta-labeler consist-
ing of k non-experts (marked “k-NE”). In Figure 1
we plot the expert ITA correlation as the horizontal
dashed line.

Emotion 1-Expert 10-NE k k-NE
Anger 0.459 0.675 2 0.536
Disgust 0.583 0.746 2 0.627
Fear 0.711 0.689 – –
Joy 0.596 0.632 7 0.600

Sadness 0.645 0.776 2 0.656
Surprise 0.464 0.496 9 0.481
Valence 0.759 0.844 5 0.803
Avg. Emo. 0.576 0.669 4 0.589
Avg. All 0.603 0.694 4 0.613

Table 2: Average expert and averaged correlation over
10 non-experts on test-set. k is the minimum number of
non-experts needed to beat an average expert.

These results show that for all tasks except “Fear”
we are able to achieve expert-level ITA with the
held-out set of experts within 9 labelers, and fre-
quently within only 2 labelers. Pooling judgments
across all 7 tasks we find that on average it re-
quires only 4 non-expert annotations per example to
achieve the equivalent ITA as a single expert anno-
tator. Given that we paid US$2.00 in order to collect
the 7000 non-expert annotations, we may interpret
our rate of 3500 non-expert labels per USD as at
least 875 expert-equivalent labels per USD.

4.2 Word Similarity

This task replicates the word similarity task used in
(Miller and Charles, 1991), following a previous
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Figure 1: Non-expert correlation for affect recognition

task initially proposed by (Rubenstein and Good-
enough, 1965). Specifically, we ask for numeric
judgments of word similarity for 30 word pairs on
a scale of [0,10], allowing fractional responses4.
These word pairs range from highly similar (e.g.,
{boy, lad}), to unrelated (e.g., {noon, string}). Nu-
merous expert and non-expert studies have shown
that this task typically yields very high interannota-
tor agreement as measured by Pearson correlation;
(Miller and Charles, 1991) found a 0.97 correla-
tion of the annotations of 38 subjects with the an-
notations given by 51 subjects in (Rubenstein and
Goodenough, 1965), and a following study (Resnik,
1999) with 10 subjects found a 0.958 correlation
with (Miller and Charles, 1991).
In our experiment we ask for 10 annotations each

of the full 30 word pairs, at an offered price of $0.02
for each set of 30 annotations (or, equivalently, at
the rate of 1500 annotations per USD). The most
surprising aspect of this study was the speed with
which it was completed; the task of 300 annotations
was completed by 10 annotators in less than 11 min-

4(Miller and Charles, 1991) and others originally used a
numerical score of [0,4].

first comparison showed that individual experts were
better than individual non-experts. In our next com-
parison we ask how many averaged non-experts it
would take to rival the performance of a single ex-
pert. We did this by averaging the labels of each pos-
sible subset of n non-expert annotations, for value
of n in {1, 2, . . . , 10}. We then treat this average as
though it is the output of a single ‘meta-labeler’, and
compute the ITA with respect to each subset of five
of the six expert annotators. We then average the
results of these studies across each subset size; the
results of this experiment are given in Table 2 and in
Figure 1. In addition to the single meta-labeler, we
ask: what is the minimum number of non-expert an-
notations k from which we can create a meta-labeler
that has equal or better ITA than an expert annotator?
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and the averaged ITA for that meta-labeler consist-
ing of k non-experts (marked “k-NE”). In Figure 1
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non-experts needed to beat an average expert.

These results show that for all tasks except “Fear”
we are able to achieve expert-level ITA with the
held-out set of experts within 9 labelers, and fre-
quently within only 2 labelers. Pooling judgments
across all 7 tasks we find that on average it re-
quires only 4 non-expert annotations per example to
achieve the equivalent ITA as a single expert anno-
tator. Given that we paid US$2.00 in order to collect
the 7000 non-expert annotations, we may interpret
our rate of 3500 non-expert labels per USD as at
least 875 expert-equivalent labels per USD.
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This task replicates the word similarity task used in
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task initially proposed by (Rubenstein and Good-
enough, 1965). Specifically, we ask for numeric
judgments of word similarity for 30 word pairs on
a scale of [0,10], allowing fractional responses4.
These word pairs range from highly similar (e.g.,
{boy, lad}), to unrelated (e.g., {noon, string}). Nu-
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tion of the annotations of 38 subjects with the an-
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of the full 30 word pairs, at an offered price of $0.02
for each set of 30 annotations (or, equivalently, at
the rate of 1500 annotations per USD). The most
surprising aspect of this study was the speed with
which it was completed; the task of 300 annotations
was completed by 10 annotators in less than 11 min-
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first comparison showed that individual experts were
better than individual non-experts. In our next com-
parison we ask how many averaged non-experts it
would take to rival the performance of a single ex-
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sible subset of n non-expert annotations, for value
of n in {1, 2, . . . , 10}. We then treat this average as
though it is the output of a single ‘meta-labeler’, and
compute the ITA with respect to each subset of five
of the six expert annotators. We then average the
results of these studies across each subset size; the
results of this experiment are given in Table 2 and in
Figure 1. In addition to the single meta-labeler, we
ask: what is the minimum number of non-expert an-
notations k from which we can create a meta-labeler
that has equal or better ITA than an expert annotator?
In Table 2 we give the minimum k for each emotion,
and the averaged ITA for that meta-labeler consist-
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10 non-experts on test-set. k is the minimum number of
non-experts needed to beat an average expert.

These results show that for all tasks except “Fear”
we are able to achieve expert-level ITA with the
held-out set of experts within 9 labelers, and fre-
quently within only 2 labelers. Pooling judgments
across all 7 tasks we find that on average it re-
quires only 4 non-expert annotations per example to
achieve the equivalent ITA as a single expert anno-
tator. Given that we paid US$2.00 in order to collect
the 7000 non-expert annotations, we may interpret
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task initially proposed by (Rubenstein and Good-
enough, 1965). Specifically, we ask for numeric
judgments of word similarity for 30 word pairs on
a scale of [0,10], allowing fractional responses4.
These word pairs range from highly similar (e.g.,
{boy, lad}), to unrelated (e.g., {noon, string}). Nu-
merous expert and non-expert studies have shown
that this task typically yields very high interannota-
tor agreement as measured by Pearson correlation;
(Miller and Charles, 1991) found a 0.97 correla-
tion of the annotations of 38 subjects with the an-
notations given by 51 subjects in (Rubenstein and
Goodenough, 1965), and a following study (Resnik,
1999) with 10 subjects found a 0.958 correlation
with (Miller and Charles, 1991).
In our experiment we ask for 10 annotations each

of the full 30 word pairs, at an offered price of $0.02
for each set of 30 annotations (or, equivalently, at
the rate of 1500 annotations per USD). The most
surprising aspect of this study was the speed with
which it was completed; the task of 300 annotations
was completed by 10 annotators in less than 11 min-

4(Miller and Charles, 1991) and others originally used a
numerical score of [0,4].



Accuracy of individual 
annotators
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Figure 6: Worker accuracies on the RTE task. Each point
is one worker. Vertical jitter has been added to points on
the left to show the large number of workers who did the
minimum amount of work (20 examples).

In Table 3 we give a summary of the costs asso-
ciated with obtaining the non-expert annotations for
each of our 5 tasks. Here Time is given as the to-
tal amount of time in hours elapsed from submitting
the group of HITs to AMT until the last assignment
is submitted by the last worker.

5 Bias correction for non-expert
annotators

The reliability of individual workers varies. Some
are very accurate, while others are more careless and
make mistakes; and a small few give very noisy re-
sponses. Furthermore, for most AMT data collec-
tion experiments, a relatively small number of work-
ers do a large portion of the task, since workers may
do as much or as little as they please. Figure 6 shows
accuracy rates for individual workers on one task.
Both the overall variability, as well as the prospect
of identifying high-volume but low-quality workers,
suggest that controlling for individual worker qual-
ity could yield higher quality overall judgments.
In general, there are at least three ways to enhance

quality in the face of worker error. More work-
ers can be used, as described in previous sections.
Another method is to use Amazon’s compensation
mechanisms to give monetary bonuses to highly-
performing workers and deny payments to unreli-
able ones; this is useful, but beyond the scope of
this paper. In this section we explore a third alterna-

tive, to model the reliability and biases of individual
workers and correct for them.
A wide number of methods have been explored to

correct for the bias of annotators. Dawid and Skene
(1979) are the first to consider the case of having
multiple annotators per example but unknown true
labels. They introduce an EM algorithm to simul-
taneously estimate annotator biases and latent label
classes. Wiebe et al. (1999) analyze linguistic anno-
tator agreement statistics to find bias, and use a sim-
ilar model to correct labels. A large literature in bio-
statistics addresses this same problem for medical
diagnosis. Albert and Dodd (2004) review several
related models, but argue they have various short-
comings and emphasize instead the importance of
having a gold standard.
Here we take an approach based on gold standard

labels, using a small amount of expert-labeled train-
ing data in order to correct for the individual biases
of different non-expert annotators. The idea is to re-
calibrate worker’s responses to more closely match
expert behavior. We focus on categorical examples,
though a similar method can be used with numeric
data.

5.1 Bias correction in categorical data

Following Dawid and Skene, we model labels and
workers with a multinomial model similar to Naive
Bayes. Every example i has a true label xi. For sim-
plicity, assume two labels {Y,N}. Several differ-
ent workers give labels yi1, yi2, . . . yiW . A worker’s
conditional probability of response is modeled as
multinomial, and we model each worker’s judgment
as conditionally independent of other workers given
the true label xi, i.e.:

P (yi1, . . . , yiW , xi) =

(

∏

w

P (yiw|xi)

)

p(xi)

To infer the posterior probability of the true label
for a new example, worker judgments are integrated
via Bayes rule, yielding the posterior log-odds:

log
P (xi = Y |yi1 . . . yiW )

P (xi = N |yi1 . . . yiW )

=
∑

w

log
P (yiw|xi = Y )

P (yiw|xi = N)
+ log

P (xi = Y )

P (xi = N)



Calibrate the Turkers
• Instead of counting each Turker’s vote equally, 

instead weight it 
• Set the weight of the score based on how 

well they do on gold standard data 
• Embed small amounts of expert labeled data 

alongside data without labels 
• Votes will count more for Turkers who perform 

well, and less for those who perform poorly



Weighted votes

The worker response likelihoods P (yw|x = Y )
and P (yw|x = N) can be directly estimated from
frequencies of worker performance on gold standard
examples. (If we used maximum likelihood esti-
mation with no Laplace smoothing, then each yw|x
is just the worker’s empirical confusion matrix.)
For MAP label estimation, the above equation de-
scribes a weighted voting rule: each worker’s vote is
weighted by their log likelihood ratio for their given
response. Intuitively, workers who are more than
50% accurate have positive votes; workers whose
judgments are pure noise have zero votes; and an-
ticorrelated workers have negative votes. (A simpler
form of the model only considers accuracy rates,
thus weighting worker votes by log accw

1−accw . But we
use the full unconstrained multinomial model here.)

5.1.1 Example tasks: RTE-1 and event
annotation

We used this model to improve accuracy on the
RTE-1 and event annotation tasks. (The other cate-
gorical task, word sense disambiguation, could not
be improved because it already had maximum accu-
racy.) First we took a sample of annotations giving
k responses per example. Within this sample, we
trained and tested via 20-fold cross-validation across
examples. Worker models were fit using Laplace
smoothing of 1 pseudocount; label priors were uni-
form, which was reasonably similar to the empirical
distribution for both tasks.
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Figure 7: Gold-calibrated labels versus raw labels

Figure 7 shows improved accuracy at different
numbers of annotators. The lowest line is for the
naive 50% majority voting rule. (This is equivalent
to the model under uniform priors and equal accu-
racies across workers and labels.) Each point is the
data set’s accuracy against the gold labels, averaged
across resamplings each of which obtains k annota-
tions per example. RTE has an average +4.0% ac-

curacy increase, averaged across 2 through 10 anno-
tators. We find a +3.4% gain on event annotation.
Finally, we experimented with a similar calibration
method for numeric data, using a Gaussian noise
model for each worker: yw|x ∼ N(x + µw,σw).
On the affect task, this yielded a small but consis-
tent increases in Pearson correlation at all numbers
of annotators, averaging a +0.6% gain.

6 Training a system with non-expert
annotations

In this section we train a supervised affect recogni-
tion system with expert vs. non-expert annotations.

6.1 Experimental Design

For the purpose of this experiment we create a sim-
ple bag-of-words unigram model for predicting af-
fect and valence, similar to the SWAT system (Katz
et al., 2007), one of the top-performing systems on
the SemEval Affective Text task.7 For each token
t in our training set, we assign t a weight for each
emotion e equal to the average emotion score ob-
served in each headline H that t participates in. i.e.,
if Ht is the set of headlines containing the token t,
then:

Score(e, t) =

∑

H∈Ht
Score(e,H)

|Ht|

With these weights of the individual tokens we
may then compute the score for an emotion e of a
new headline H as the average score over the set of
tokens t ∈ H that we’ve observed in the training set
(ignoring those tokens not in the training set), i.e.:

Score(e,H) =
∑

t∈H

Score(e, t)

|H|

Where |H| is simply the number of tokens in
headline H , ignoring tokens not observed in the
training set.

7 Unlike the SWAT system we perform no lemmatization,
synonym expansion, or any other preprocessing of the tokens;
we simply use whitespace-separated tokens within each head-
line.



Other advantage of 
embedded gold data

• You can quickly detect and reject spammers 
• Anyone who performs at chance on gold is randomly 

clicking  
• I set two thresholds: 

• Reject all work from workers with chance 
performance 

• Accept all work from workers performing well 
(should be <100%, since some gold might be 
wrong) 

• Reject proportionally to performance for workers in 
between these values



Limitations?

• Embedding gold standard data seems 
like the way to go 

• What are its limitations?



Limitations
• Requires objective answers – it is difficult to 

measure accuracy of subjective responses  
• Applies mainly to structured data like 

multiple choice questions – things like 
content generation / free text responses 
can’t be calibrated in the same way 

• Higher costs – requires creation of gold 
standard data by experts, requires multiple 
Workers to do each item



QC: Second-pass 
review

• Do second-pass grading when gold 
standard don’t allow automatic grading 

• Often times the second-pass HIT can be 
automatically gradable 

• This makes the whole pipeline fully 
automated and ensures high quality



• Why was Heather 
Locklear arrested?  

• Why did the bystander 
call emergency 
services?

 

• Where did the witness 
see her acting 
abnormally? 
  

Heather Locklear Arrested for
driving under the influence of drugs

The actress Heather Locklear, 
Amanda of the popular series 
Melrose Place, was arrested this 
weekend in Santa Barbara 
(California) after driving under the 
influence of drugs. A witness 
viewed her performing 
inappropriate maneuvers while 
trying to take her car out from a 
parking in Montecito, as revealed 
to People magazine by a 
spokesman for the Californian 
Highway Police. The witness 
stated that around 4.30pm Ms. 
Locklear "hit the accelerator very 
violently, making excessive noise 
while trying to take her car out 
from the parking with abrupt back 
and forth maneuvers. While 
reversing, she passed several 
times in front of his sunglasses." 
Shortly after, the witness, who, in 
a first time, apparently had not 
recognized the actress, saw Ms. 

Was arrested actress Heather 
Locklear because of the driving under 
the effect of an unknown medicine

Driving while medicated
The actress Heather Locklear that 
is known to the Amanda through 
the role from the series "Melrose 
Place" was arrested at this 
weekend in Santa Barbara 
(Californium) because of the 
driving under the effect of an 
unknown medicine. A female 
witness observed she attempted 
in quite strange way how to go 
from their parking space in 
Montecito, speaker of the traffic 
police of californium told the 
warehouse `People'. The female 
witness told in detail, that Locklear 
'pressed `after 16:30 clock 
accelerator and a lot of noise did 
when she attempted to move their 
car towards behind or forward 
from the parking space, and when 
it went backwards, she pulled 
itself together unites Male at their 
sunglasses'. A little later the 
female witness that did probably 

There was a lot of noise

In a parking lot
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trying to take her car out from a 
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Locklear "hit the accelerator very 
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a first time, apparently had not 
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Was arrested actress Heather 
Locklear because of the driving under 
the effect of an unknown medicine

The actress Heather Locklear that 
is known to the Amanda through 
the role from the series "Melrose 
Place" was arrested at this 
weekend in Santa Barbara 
(Californium) because of the 
driving under the effect of an 
unknown medicine. A female 
witness observed she attempted 
in quite strange way how to go 
from their parking space in 
Montecito, speaker of the traffic 
police of californium told the 
warehouse `People'. The female 
witness told in detail, that Locklear 
'pressed `after 16:30 clock 
accelerator and a lot of noise did 
when she attempted to move their 
car towards behind or forward 
from the parking space, and when 
it went backwards, she pulled 
itself together unites Male at their 
sunglasses'. A little later the 
female witness that did probably 

Actress Heather Locklear was due to 
driving under the influence of an 
unknown drug arrested

Actress Heather Locklear, by the 
role of Amanda from the series 
"Melrose Place" is known, was this 
weekend in Santa Barbara 
(California) because of driving 
under the influence of an unknown 
drug arrested. A witness had 
observed how it quite strange way 
tried to park their extended gap in 
Montecito, reported spokesman 
for the traffic police from California 
to the magazine `People '. The 
witness told in detail that Locklear 
`after 16:30 clock durchdrückte 
pedal and a lot of noise made by 
trying to her car to the rear or front 
of the park gap to move, and 
when she went backwards, took it 
a few times in their Sunglass'. 
Somewhat later the witness saw 
the beginning of the actress 
probably had not recognized that 
Locklear on a nearby road and 
stopped the car exit.

• Why was Heather 
Locklear arrested?  

• Why did the bystander 
call emergency 
services?

 

• Where did the witness 
see her acting 
abnormally? 
  

 

 

 

. Medikamentes unknown have the 
effect of a fahrens under actress 
heather locklear arrested

In Santa. One is, melrose place 
the series of the role of the 
'remember the locklear actress the 
heather this weekend, because of 
the fahrens Barbara (California) in 
effect unknown medikamentes 
arrested People 'magazine. The 
traffic police California, 
spokesman for the auszufahren 
montecito reported in its way from 
tried parklücke type strange right, 
you have seen as a witness. . In 
some Zeitung, as and when they 
tried to a great deal of 30 p.m., 
witness the detail of history 
locklear after 16: that 
durchdrückte peddle noise and its 
progress was made parklücke for 
the car or moving backwards, they 
had they times of their 
sonnenbrille ' . The first was 
probably recognised that locklear 
a nearby road and anhielt, had 
not, with the witness to the car off
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• Why was Heather 
Locklear arrested? 
‣ She was arrested on 

suspicion of driving under 
the influence of drugs. 

Driving under the influence

Driving while medicated

DUI

Driving while using drugs

Medikamentes



Economic incentives



Impact of compensation

• Does compensation change the quantity 
of work performed (output)? 

• Does it change the quality of the work 
(accuracy)?



The second issue is that payments in crowd-sourcing are much 
smaller (cents per task) than would typically be the case in lab 
experiments, and trivial compared with traditional labor markets.  
One might therefore suspect that participants in our experiments 
will not respond in a sensible way to incentives because they are 

motivated primarily by non-financial incentives, or are simply not 
taking the work seriously. As we discuss later, the issue of 
motivation may indeed pose some problems for external validity, 
and certainly invites further study. We note, however, that recent 
research has indicated that the quality of work performed on AMT 
is as good, and maybe even better than, work performed by 
experts paid under traditional contracting arrangements [22], 
indicating that it is being taken seriously.  Moreover, and more 

importantly for our purposes, we show that in at least some 
instances subjects do in fact respond sensibly to wage differences, 
suggesting that there is some external validity to the effects 
observed in crowd-sourcing contexts. 

3. STUDY 1: IMAGE ORDERING 

3.1 Methods 
To understand the impact of compensation on performance, we 
wish to differentiate between the quantity of work performed 
(output) and the quality of the work (accuracy); thus we require a 
task for which output can vary widely and accuracy can be 

measured objectively. To meet these criteria, we created a task in 
which participants sorted a set of images taken from a traffic 
camera at 2-second intervals into chronological order.  

3.1.1 Design 
To participate in the study, participants were required to have an 
account on Amazon’s Mechanical Turk.  These accounts are 
associated with a unique ID (which is, in turn, associated with a 
bank account), so it is possible to ensure each account (and 
therefore most likely, each person) only participates once.  The 
study, which was listed among other tasks posted by other 
requesters, had the title, “Reorder traffic images,” and was 
described as “Sort images from traffic cameras in chronological 

order”, with a base rate pay of $0.10.  If examined further, 
participants could see a preview of the HIT (Figure 1), which 
included a description of the task and an example of the images to 
be sorted along with the correct order. Some participants were 
informed that they would be paid an additional bonus for each set 
of images sorted, and for others there was no such indication.  If 
participants accepted the task, they were asked (but not required) 
to provide some demographic information, and then were given a 

chance to practice sorting images. All participants were paid an 
initial fee of $0.10 to complete the introductory survey and 
training set, and all received the same three practice sets of three 
images, displayed in the same (incorrect) order. To sort an image 
set, participants clicked on the photo they wished to reorder and 
dragged it into the correct position.  When they felt the images 
were correctly sorted in chronological order from left to right, 
they pressed a button to submit their sorting and proceed to the 

next image set.  During the practice trials, after submitting each 
image set they received feedback on whether the images were 
correctly sorted, and if not, what the correct order was.  
Participants were informed that the feedback would only be 
available during the practice trials.  

After completing the practice trials, participants were given 
information about how much they would be paid, and were 

randomly assigned to a difficulty level: easy (2 images per set), 

medium (3 images) and hard (4 images), and to one of four pay 
levels: no pay, low pay ($0.01 per image set), medium pay ($0.05 
per image set); and high pay ($0.10 per image set). They were 
also informed that by continuing, they were consenting to 
participate in an experiment; however, there was no indication 
that the difficulty or payments, either the manner or the amount, 
would be different for anyone else engaging in the task.  
Participants could sort any number from 0 to 99 sets of images, 
where the number of image sets they chose to sort was our 

measure of quantity, and their accuracy in sorting the images was 
our measure of quality.  At any point, they could choose to finish 
and accept the bonus (if any) for the tasks so far completed.  Once 
they chose to finish sorting image sets, or if they sorted all 99 
image sets, they were asked to complete a brief questionnaire 
about their performance.  After this, the participants were given 
feedback about the number of tasks completed and could submit 
their work to receive payment. 

3.1.2 Participants 
Over all conditions, the experiment involved 611 participants, 
who sorted a total of 36,425 image sets. Participants were asked to 

report their current location, and 594 participants identified 43 
different countries.  The majority (82.7%) was from the United 
States, and the next four highest responding countries were India 
(6.4%), Canada (1.5%), Vietnam (1.2%), and United Kingdom 
(1%) Asked to report their gender, 563 participants responded, 
and of these 58.8% were female and 41.2% were male.  Of the 
568 reporting age, the average response was 33.3 years and the 
median age was 31 years. Participants were given a choice of five 
income levels to report, and of the 598 who offered the 

information, 18.6% reported an income less than $7000, 22.6% 
reported an income between $7 - $30k, 34.5% reported an income 
between $30 - $70k, 21.1% reported an income between $70 - 

Figure 1. Screenshot of the description of Study 1, 

which participants saw when deciding to participate in 

the experiment. 
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$160k, and 3.2% reported an income greater than $160k. The 
subject pool was therefore reasonably diverse, consistent with 
previous user surveys of the AMT population—for example, 
http://behind-the-enemy-lines.blogspot.com/2008/03/mechanical-
turk-demographics.html describes a similar income and gender 

distribution, and also recorded 58% female respondents. 

3.2 Results 
Figure 2 reveals two main findings: first, that across all difficulty 
levels participants chose to complete more tasks on average when 
the pay was higher (F(3,607) = 15.73, p < 0.001); and second, that 

across all payment levels, the number of completed tasks 
decreased with increasing difficulty. We also observe, however, 
that there is no interaction between difficulty and compensation, 
thus hereafter we focus on the effect of pay on quantity averaged 
over difficulty levels. In addition to the average effect of pay, we 
also found that more of the participants paid $0.10 sorted the 
maximum possible than those paid $0.01 or nothing at all, and 
proportionately more of the participants paid $0.01 sorted fewer 

than 10 sets. These results, in other words, are completely 
consistent with standard economic theory, which predicts that the 
more a person is paid to do X, the more of X they will do [7, 8]. 
Nevertheless, the finding is reassuring since, as noted above, one 
might have expected that variability in intrinsic motivation (e.g. 
enjoyment of the task) would have overwhelmed the effect of 
changes in extrinsic motivation (payment), which can vary by at 
most $0.10 per task. The strong and significant dependence of 

output on compensation therefore suggests that the range of wage 
rates studied ought to be sufficient to observe variability in the 
quality of performance as well.     

As Figure 3 indicates, however, increasing compensation did not 
improve accuracy, which we measured in two ways: first, using 
the proportion of image sets that were sorted into the correct 
order; and second, using Spearman’s rank correlation (ρ), which is 
the normalized sum of squared differences between the correct 
order and the sorted order. For each accuracy measure, we 
confirmed quantitatively what is visually apparent in Figure 3 in 

two ways: first, using a simple one-way analysis of variance; and 

second, fitting the data to a hierarchical linear model (where again 
we averaged our results over the three difficulty levels). Although 
the number of tasks each participant completed can only be 
analyzed at the participant level, the measures of accuracy can 
also be analyzed at the task level; thus, the hierarchical linear 
model [23], also known as a multi-level model, is a useful 

statistical model because it accounts for the variability in the 
inherent difficulty of sorting each image set, and the variable 
number of tasks each participant completed. In this analysis, the 
compensation offered is treated as a categorical variable and 
modeled as a random effect simultaneously with user-level effects 
and task-level effects. Specifically, when accuracy is defined as 

the probability Pr(yi = 1)  that the image set i  was sorted 

correctly, the model is 

Pr(yi = 1) = log it
−1(α t[i ] + βt[i ] ⋅ payi +ηu[i ] ) , 

and when accuracy is defined as Spearman’s rank correlation (ρ) 

between the actual and correct ordering, the model is  

€ 

ˆ ρ =α t[ i] + β t[ i] ⋅ payi +ηu[i]
, 

where in both cases αt[i] is the intercept for each task, βt[i] is the 

slope for the wage received, and ηu[i] ~ N(0,σ) is the intercept for 
each user. The parameters α and η therefore capture variance 
among different tasks and respondents respectively, and β 
captures the effects of the wage rate. 

 Model estimate β( )  95% Confidence Interval 

$0.00 0.059 (-0.055, 0.173) 

$0.01 -0.124 (-0.220, -0.029) 

$0.05 -0.057 (-0.154, 0.041) 

$0.10 0.086 (-0.0044, 0.1775) 

Table 1. Average parameter estimates for the effect of 

pay in the hierarchical linear model across users.   
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Figure 3. Accuracy, defined as the proportion of image 

sets correctly sorted, is not reliably different for 

different wages; error bars are standard error. 

 

 

Figure 2. Number of image sets sorted in Study 1 increases 

with wage rate and decreases with difficult of task; error 

bars are standard error.  
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different wages; error bars are standard error. 

 

 

Figure 2. Number of image sets sorted in Study 1 increases 

with wage rate and decreases with difficult of task; error 

bars are standard error.  
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Accuracy



Regardless of the accuracy measure or analytical method used, we 
found that the wage rate had no significant effect on the 
participants’ accuracy in sorting the image sets. First, as indicated 
in Table 1, the parameter estimates in the hierarchical model for 

the four levels of pay were not reliably different from each other; 
and second, one-way ANOVAs of wage rate on proportion correct 
and rank correlation were not statistically reliable (proportion 
correct: F(3,607) = 0.66, ns; rank correlation: F(3,607) = 0.82, ns).  

3.3 Discussion 
One possible explanation for the absence of an effect of wages on 

accuracy is that subjects simply assumed they would be paid 
regardless of performance. This explanation is somewhat unlikely, 
as AMT’s policy is that requestors are only obligated to pay for 
accurate or useful work, and workers are informed of the policy. 
Nevertheless, to check the possibility we ran an additional 
experiment with a single payment level ($0.01) that provided 
different information to participants regarding the importance of 
accuracy.  In this additional experiment, some participants were 

given the same instructions as before while others were told that 
one out of every four image sets was a test image set used to 
gauge their accuracy.  Within this latter condition, we also created 
four variants: (i) participants only informed that accuracy would 
be measured; (ii) participants also shown feedback on their 
accuracy after every fourth image set; (iii) participants also told 
explicitly that their pay would be contingent on their performance; 
and (iv) participants shown feedback and also told that pay was 

contingent. We found that quantity and quality results were 
indistinguishable in all these conditions, suggesting that 
participants in all conditions were in fact treating their pay as 
performance dependent.   

 Although the differential effect of pay on quantity and quality is 
at first puzzling, we note that previous studies have also found 
positive effects of financial incentives on quantity of work 
performed but no effect on quality [24]. We hypothesize, 

moreover, that the difference derives from an “anchoring” effect, 

similar to effects that have been observed in other domains of 
judgment and decision-making [19-21]. As Figure 4 shows, when 
surveyed after the completion of their tasks, workers in all 
conditions generally felt that the appropriate compensation for the 
work they had just performed was greater than what they had 

received, but the values they expressed depended significantly (χ2 
= 243.61, p < 0.0001) on their actual compensation: on average, 
workers paid $0.01 per task felt they should have received $0.05; 
workers who were paid $0.05 felt they should have received 
$0.08; and workers who were paid and $0.10 felt they should have 
received $0.13. On the one hand, therefore, paying people more to 
perform a task makes that task more attractive relative to their 
available outside options, such as other HITs on AMT; thus 

subjects in the higher pay conditions stayed longer and completed 
more tasks than those in low pay condition.  On the other hand, 
because of the anchoring effect, all workers felt like they were 
being paid less than they deserved; thus were no more motivated 
to perform better no matter how much they were actually paid.  

4. STUDY 2: WORD PUZZLES 

4.1 Methods 
In spite of this explanation, one might suspect that the absence of 
an effect on accuracy may be an artifact of the task itself—
because, for example, it allowed only a small number of potential 

solutions (in the “easy” condition, for example, only two solutions 
were possible); or because subjects could not easily improve the 
quality of their answers with greater effort. To address this 
possibility, we performed another experiment, using a similar 
experimental design, but changing the task to finding words 
hidden in a random array of letters (see Figure 5). 

4.1.1 Design 
For each puzzle, we provided a list of words that might be found 
in the puzzle, although only a subset of the list was actually 
hidden in the word puzzle.  As before, this task allowed us to 
measure quantity (number of puzzles completed) and quality 
(fraction of words found per puzzle) independently; but because 

participants did not know how many words from the list could 

Figure 4. Post-hoc survey shows perceived value of the 

task increases with the actual pay, but is always slightly 

greater than the actual pay received.  
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Figure 5. Screenshot of Study 2.  Participants found 

words hidden in a grid of letters. 
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Statistical Models

• Panos Iperiotis applied the EM algorithm 
to perform quality management of 
Mechanical Turk labels and workers 

• Becky Passonneau and Bob Carpenter 
adapted this idea into a Bayesian model



Dawid and Skene (1977)
• Maximum Likelihood Estimation of Observer 

Error-rates using the EM Algorithm 
• Examined application to medical diagnosis 
• Patients are sometimes treated by multiple 

physicians, who can give different diagnoses 
• Why? Doctors may has different questions. 

Patient may describe history differently. 
Doctors may classify symptoms differently



Observer Error

• Given that different doctors have different 
opinions, they can’t all be right. 

• How often do individual physicians suffer 
from “observer error”? Are their errors 
systematic? 

• Answers depend on the “true” diagnosis



Observer Error
• Observer error would be easy to calculate 

if we had ground truth 
• Simply count the misdiagnoses and divide 

by the total number of diagnoses  
• However, sometimes it is impossible to 

know what diagnosis is correct. Same set 
of symptoms can arise from multiple root 
causes. 



url worker1 worker2 worker3 worker4 worker5

google.com porn not porn not porn not porn porn

sex-
mission.com porn porn porn porn not porn

curiousgeorge.
com porn not porn not porn not porn porn

youporn.com porn porn porn porn not porn

panda-
cam.gov porn porn not porn not porn porn



url majority 
vote after EM

google.com not porn not porn

sex-
mission.com porn porn

curiousgeorge.
com not porn not porn

youporn.com porn porn

panda-cam.gov porn not porn

Errors Quality

worker1 60% 0%

worker2 20% 44%

worker3 0% 100%

worker4 0% 100%

worker5 100% 100%



Quality control
• Goal: Avoid spammers and lazy people 

• Make sure people have the right background 
• Limit to a given country or native language 
• Ask initial screening questions 

• Ensure that people read the instructions 
• Fade in the instructions.   
• Show a video with a keyword in the middle of it 
• Frame the problem as a contribution towards 

science 
• Drop people who disagree to often with others



Quality is overrated

• QC often relies on redundancy  
• Therefore increased quality effectively 

reduces quantity 
• If our goal is to train a statistical NLP 

system, should we get fewer high quality 
labels or more lower quality labels?



Comparing Cost of Reducing WER 

35%

37%

39%

41%

43%

45%

$100% $1,000% $10,000%

Sy
st
em

%W
ER

%

Cost%per%Hour%of%TranscripQon%(log%scale)%

$150/hr%B%Professional%

$90/hr%B%CasQngWords%

$5/hr%B%Mechanical%Turk%

$15/hr%B%Mturk%w/%Oracle%QC%

Quality is overrated



Quality is overrated
• Chris Lin, Mausam, and Dan Weld 

systematically investigated whether it is 
better to re-label examples when training a 
classifier on a fixed budget 

• A little more than half the time it was better 
to skip relabeling and just get more data 

• Takeaway: it depends on the classifier 


